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Abstract

The neuronal representation of acoustic amplitude modulations is an important prerequisite for understanding the processing of
natural sounds. We investigated this representation in the medial nucleus of the trapezoid body (MNTB) of the Mongolian gerbil using
sinusoidal amplitude modulations (SAM). Depending on the SAM’s carrier frequency (fC) MNTB cells either increase or decrease
their discharge rates, indicating underlying excitatory and inhibitory ⁄ suppressive mechanisms. As natural sounds typically are
composed of multiple spectral components we investigated how stimuli containing two spectral components are represented in the
MNTB, especially when they have opposing effects on the discharge rate. Three conditions were compared: SAM stimuli (1) with
rate-increasing fC, (2) with rate-increasing fC and an additional unmodulated rate-decreasing pure tone, and (3) with rate-decreasing
fC and an unmodulated, rate-increasing pure tone. We found that responses under all three conditions showed comparable strength
of phase-locking. Adding a rate-decreasing tone to a rate-increasing SAM increased phase-locking for modulation frequencies (fAM)
of £ 600 Hz. A comparison of two possible coding strategies – phase-locking vs. envelope reproduction – indicates that both
strategies are realized to different degrees depending on the fAM. We measured latencies for following modulations in rate-increasing
and rate-decreasing SAMs using a modified reverse correlation approach. Although latencies varied between 2.5 and 5 ms between
cells, a decrease in rate consistently followed an increase in rate with a delay of about 0.2 ms in each cell. These results suggest a
temporally precise representation of rate-increasing and rate-decreasing stimuli at the level of the MNTB during dynamic stimulation.

Introduction

The medial nucleus of the trapezoid body (MNTB) is an integral
source of tuned inhibition in the auditory brainstem providing
glycinergic projections to the lateral and medial superior olives
(LSO, MSO) (Glendenning et al., 1981; Kuwabara & Zook, 1991;
Kuwabara et al., 1991; Banks & Smith, 1992; Sommer et al., 1993).
Although the general importance of the MNTB for sound source
processing in LSO ⁄ MSO is commonly accepted (Brand et al., 2002;
for reviews see Yin, 2002; Tollin, 2003; Zhou et al., 2005), the
response properties of MNTB units when driven by complex stimuli,
i.e. stimuli containing more than one spectral component, have not
been investigated.

Even a simple acoustic stimulus, i.e. a pure tone, can either increase
or reduce MNTB discharge rates depending on its frequency and
intensity (Guinan et al., 1972a; Sommer et al., 1993; Tsuchitani, 1997;
Smith et al., 1998; Kopp-Scheinpflug et al., 2003b; see also Fig. 1A).
Increases in discharge rate are easily detectable, whereas reductions in
discharge rate can only be observed in spontaneously active or
acoustically driven units. These changes typically occur rapidly after
stimulus onset and do not outlast the stimulus duration by more than
the response latency. Such rate changes are already found in the

afferents of MNTB neurons, the globular bushy cells of the cochlear
nucleus, where they indicate the integration of excitatory and
inhibitory inputs (Brownell, 1975; Martin & Dickson, 1983; Smith
& Rhode, 1987; Spirou et al., 1990). When increasing the frequency
content of acoustic stimuli, rate reductions can additionally be caused
by cochlear suppression (Pickles, 1988; Delgutte, 1990; Ruggero
et al., 1992; Rhode & Greenberg, 1994b) influencing the patterns of
rate changes observed in subsequent stages of the auditory pathway.
In the case of the MNTB, it is still not clear whether stimulus-

induced rate reductions result from the convergence of inhibitory and
excitatory pathways onto MNTB principal cells or whether they are
merely a reflection of the above mentioned rate reductions already
effective at lower levels of the auditory pathway. If complex stimuli
are considered, both cochlear suppression and neuronal inhibition
targeting globular bushy cells might account for the latter. In favour of
neuronal integration taking place at MNTB principal cells are several
studies demonstrating the existence of inhibitory synapses targeting
MNTB principal cells (Roberts & Ribak, 1987; Wenthold et al., 1987;
Adams & Mugnaini, 1990), and studies showing the effectiveness of
GABA and glycine on MNTB neurons in vitro (Banks & Smith, 1992;
Awatramani et al., 2004, 2005).
Here we investigate responses of MNTB units to acoustic stimuli

featuring more than one spectral component. We applied a similar
paradigm as Moller (1975a) and Li et al. (2006), which entails the
activation of combinations of rate-increasing and rate-reducing
pure tones, with either one of the two being sinusoidally
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amplitude-modulated. The aim of the study was to compare fidelity
and timing of these opposing rate changes, i.e. to quantify temporal
properties of excitation and inhibition at MNTB principal cells.

Methods

Twenty-five Mongolian gerbils (Meriones unguiculatus), aged
between 2 and 4 months, were used in this study. All experi-
mental procedures were approved by the Saxonian District Govern-
ment, Leipzig and the ethical guidelines of the University of Leipzig.
Surgical procedures were the same as described by Kopp-Scheinpflug
et al. (2002). Briefly, animals were anesthetized during the surgery and
recording procedure with a xylazine hydrochloride ⁄ ketamine hydro-
chloride mixture (Rompun�, Bayer, xylazine 0.006 mg ⁄ g body
weight i.p.; Ketavet�, Upjohn, ketamine 0.13 mg ⁄ g body weight
i.p. initial dose, one-third of the initial dose as supplementary s.c.
when necessary). Animals were placed in a sound- and echo-
attenuated booth (Type 400; Industrial Acoustic Company, Niederk-
rüchten, Germany) on a vibration-isolated table and fixed in a
stereotaxic device using a metal bolt cemented on the dorsal surface of
the skull. While recording, body temperature was maintained at
�37�C with a heating pad. The MNTB was approached dorsally with
glass micropipettes (Harvard Apparatus) filled with 3 m KCl through a
500-lm-diameter hole drilled in a midline position into the occipital
bone 2000–2300 lm caudal to the lambda suture.

Verification of recording sites

The location of recording sites was determined by physiological
criteria: (1) the units were exited only to stimuli presented to the
contralateral ear (Guinan et al., 1972a,b), and (2) they were
characterized by complex waveforms, i.e. the bipolar postsynaptic
action potential was preceded by a monophasic prepotential indicating

the discharge of the calyx of Held (Guinan et al., 1972a; Guinan & Li,
1990; Wu & Kelly, 1992; Kopp-Scheinpflug et al., 2003b). These two
criteria combined with the MNTB-typical stereotaxic coordinates
identified the units as principal cells of the MNTB and allowed a
distinction from fibres and non-principal cells of this nucleus (Guinan
et al., 1972a; Guinan & Li, 1990; Wu & Kelly, 1992; Kopp-
Scheinpflug et al., 2003b). In 14 animals the recording sites were also
verified histologically; in six animals horseradish peroxidase (HRP;
Sigma, P6782) and in eight hydroxystilbamidine (FG; Biotium;
equivalent to FluoroGold�) was injected iontophoretically
(+ 1.5 lA ⁄ 4–5 min) into the MNTB at the end of the recording
session. The animals were allowed to survive for 24 h or 5 days
following HRP or FG injections, respectively. They were then given a
lethal dose of Na-pentobarbital (Narcoren�, Rhone Merieux,
100 mg ⁄ 100 g body weight i.p.) and perfused via the left ventricle
with normal saline and then fixed with paraformaldehyde (2.5%). The
brains were removed from the skull and post-fixed in paraformalde-
hyde (4�C, 24 h), and thereafter embedded in agarose. Serial
transverse sections (HRP, 10 lm; FG, 50 lm) were cut using a
vibratome. HRP tissue sections (100 lm) were reacted using the 3,3¢-
diaminobenzidine (DAB) reaction to visualize the HRP mark (Adams,
1981). Sections were counterstained with cresyl violet, examined
under the light microscope and the electrode tracks and recording sites
were reconstructed. FG tissue sections were examined with a
fluorescence microscope (Zeiss, Axioskop, absorption ⁄ emission,
361 ⁄ 536 nm).

Acoustic stimulation

Near-field acoustic stimuli were delivered through custom-made
earphones (acoustic transducer: DT 770 pro, Beyerdynamic) fitted
with plastic tubes (70 mm length, 5 mm diameter), which were
inserted into the outer ear canal at a distance of �4 mm to the

Fig. 1. Frequency response area of a typical MNTB neuron and stimulus paradigms. (A) Frequency response areas obtained under two-tone stimulation usually
consist of an excitatory (solid) and one or more inhibitory regions (dashed). Excitatory and inhibitory frequency ⁄ intensity combinations used in the present two-tone
stimulations are marked by the asterisk and the triangle, respectively. The excitatory signal is set at the unit’s characteristic frequency (CF) 20 dB above threshold
(i.e. 40 dB SPL). The inhibitory signal is set within the inhibitory sideband at 80 dB SPL. Insets show post-stimulus time histograms (PSTH) to 20 repetitions of the
excitatory (top) and the inhibitory (bottom) pure tone, depicted below each histogram. (B) Two-tone stimulation paradigm for investigating the influence of sideband
inhibition on temporal coding (top). The signal complex consists of an excitatory sinusoidally amplitude modulated signal (SAMex) and an inhibitory pure tone
(PTinh) (bottom). PSTH of a typical response to this composite stimulation with a modulation frequency (fAM) of 100 Hz. Note the unit’s periodic discharge pattern
locking to the envelope of the fAM and the lack of any discharge activity during the initial 25 ms of the stimulus when the signal only contains spectral energy in the
unit’s inhibitory sideband. (C) Two-tone stimulation paradigm for analyzing the dynamic properties of sideband inhibition. (top) The signal complex consists of an
excitatory pure tone (PTex) and an inhibitory sinusoidally amplitude-modulated signal (SAMinh) (bottom). PSTH of an exemplary response to this stimulation with
fAM = 100 Hz. The initial and final 25 ms resemble the phasic–tonic response to the PTex. From about 30 to 180 ms the unit’s discharge activity is strongly
modulated displaying ten peaks matching the periods of the SAMinh. (D) Typical mean spike waveform (black) of an MNTB unit (gray: standard deviation).
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tympanic membrane. The frequency characteristic of the coupler was
measured with a ¼-inch condenser microphone (Bruel & Kjaer type
2618) and used for correcting the signal output online to a maximum
of 90 dB SPL (sound pressure level). Stimuli were digitally generated
by a PC486 ⁄ 33 computer and delivered at 250 kilosamples ⁄ sec per
channel through a two-channel, 14-bit D ⁄ A converter including a
custom-made low-pass resynthesis filter (50 kHz cut off), and a
software-controlled attenuator (0–120 dB in 1-dB steps).

Data collection

At the beginning of the recording session in each animal, the
stereotaxic coordinates of the MNTB were determined by online
analysis of acoustically evoked multi-unit activity using micropipettes
with impedances of < 7 MW. Differentiation of the MNTB from other
nuclei within the superior olivary complex (SOC) was facilitated by
the fact that MNTB units are driven exclusively by stimuli presented
to the contralateral ear. Extracellular recordings from single units were
obtained with high-impedance micropipettes (10–30 MW). The activ-
ity of isolated single-units was band pass filtered (0.45–7 kHz). The
amplified signals were delivered to a spike discriminator (SD 1;
Tucker Davis Technologies) followed by an event-timer PC interface.
Events were acquired with 10-ls resolution.

When a single unit was isolated its excitatory response area to
stimulation of the contralateral ear was measured by presenting pure
tone bursts (100 ms duration, 5 ms linear rise fall time, 200 ms
recording interval) within a pre-defined array of 16 · 15 fre-
quency ⁄ intensity pairs. Each frequency ⁄ intensity combination was
presented three or five times in pseudo-random order. Spontaneous
activity was acquired in silent runs interspersed with the stimulus runs.
A single unit’s inhibitory response area was established by means of
two-tone stimulation, i.e. in addition to tone bursts of varying
frequency ⁄ intensity combinations, an additional pure tone at the unit’s
characteristic frequency (CF) was presented to the same ear (100 ms
duration, 5 ms rise fall time, 10–20 dB above unit’s threshold).
Inhibitory response areas were then seen as reductions of responses
evoked by stimulation at the CF (an example of a unit’s excitatory and
inhibitory response areas is shown in Fig. 1A; for further details of the
acquisition of response areas see Kopp-Scheinpflug et al., 2002). The
question of whether this reduction is of suppressive or inhibitory kind
is detailed in the discussion. In the meantime, a reduction in firing rate
is termed inhibition.

Responses to sinusoidal amplitude-modulated (SAM) signals were
recorded under three conditions: (1) with the carrier frequency at the
unit’s CF, (2) with the carrier frequency at the unit’s CF and an
additional unmodulated pure tone with a frequency within the center
of the inhibitory sideband, and (3) with the carrier frequency at a
frequency within the center of the inhibitory sideband and an
unmodulated pure tone at the unit’s CF (Fig. 1). SAM signals had a
duration of 150 ms with a 5-ms rise ⁄ fall time starting 25 ms after the
recording onset (recording interval, 250 ms). The optional unmodu-
lated pure tone started at 0 ms (with the onset of the recording
interval) and lasted for 200 ms, i.e. it outlasted the SAM signal by
25 ms (Fig. 1B and C).

All SAM signals were 100% modulated and had modulation
frequencies (fAM) ranging from 20 to 1000 Hz (20, 50, 100–1000 in
steps of 100 Hz; for units with CFs < 2 kHz: maximum
fAM = 0.5 CF). Both SAM signals and pure tones were presented to
the contralateral ear. CF signals had levels of 15–70 dB SPL. Signals
with a frequency within the center of the inhibitory sideband had
levels of 65–85 dB SPL.

The temporal dynamics of the response to single-tone and two-tone
stimuli were determined from post-stimulus time histograms (PSTHs).
These were recorded by presenting 150 repetitions of (1) a 200-ms
pure tone at the unit’s CF at 80 dB SPL followed by 50 ms of silence
and (2) in the case of two-tone experiments by presenting an
additional pure tone with a frequency within the center of the
inhibitory sideband at 80 dB SPL starting 25 ms after the first tone
and lasting for 150 ms. If recordings could be acquired for long
enough, the two-tone stimulation paradigm was repeated for multiple
intensities (between 30 and 90 dB SPL). Data will be referred to as
single-tone ⁄ two-tone PSTH in the following.

Data evaluation and analysis

Spike recordings were visualized by PSTH. The effects of SAM
stimulation were illustrated by period histograms, in which spikes
recorded at a given envelope phase during all modulation cycles of a
stimulus were accumulated and plotted. Estimation of post-stimulus
response dynamics from the PSTH was aided by the BARS (Bayesian
adaptive regression splines) algorithm (Kass et al., 2005), which can
both follow rapid changes in the PSTH as well as smooth its tonic
parts. Using this method, average discharge rates, peak widths and
time of half-maximal activation ⁄ reduction could be measured more
objectively and automatically.
Excitatory and inhibitory response latencies were measured both

from single-tone ⁄ two-tone PSTH and from SAM PSTH. In sin-
gle ⁄ two-tone experiments, latencies were quantified by the time of
half-maximal activation ⁄ reduction (HA ⁄ HR; onset latency) (Kopp-
Scheinpflug et al., 2003b). The criterion of half-maximal, i.e. 50%,
activation ⁄ reduction was chosen as here the typically steep slope
provided accurate measurements. Although other criteria in the
vicinity of 50% would have given equally accurate measurements,
much greater variability would have resulted for exceedingly high or
low criteria. Importantly, onset latencies (i.e. response to a stimulus
after silence) were shown to be dependent on the stimulus intensity
(Moller, 1975b; Joris & Yin, 1992). The present results show a wide
spread of latencies ranging from 2.5 ms to more than 8 ms (Fig. 2C,
open circles). Equivalent level-dependencies have to be expected for
the inhibitory onset latencies. As the relationship between the onset
latencies for excitation and inhibition are not known, a comparative
analysis would face the problem of choosing corresponding stimulus
levels for excitation and inhibition.
To overcome this problem we based the analysis of excitatory and

inhibitory response latencies on the periodic cross correlation (PCC)
method, a modified reverse correlation method (Fig. 2A and B), which
measures the ongoing latency during continuous stimulation, i.e. the
response to changes in the stimulus (in the present study: changes in
level). Similar to the classical reverse-correlation method (in conjunc-
tion with random amplitude modulation (AM)s, e.g. Moller, 1976) it
has the advantage of using information of the entire stimulus-evoked
response, leading to quite narrow distributions of latency values and
exceedingly small standard deviations for individual cells (see Results).
First, the cross correlation between the SAM envelope and the

resulting PSTH was computed for each fAM tested. Maxima in each
cross correlation correspond to ongoing latencies of best agreement
between stimulus envelope and response PSTH. As the stimuli are
periodic, the cross correlations are also periodic. Then, to select the
maximum corresponding to the actual ongoing latency, multiple cross
correlations for different fAMs were superimposed. The ongoing latency
at which most maxima aligned was taken to be the actual ongoing
latency. More precisely, to construct a smoothed histogram of the
positions of the maxima, each maximum’s position was convolved with
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a Gaussian kernel (SD 0.3 ms, choice of kernel shape and width were
not critical) and the resulting vectors were summed. The maximum of
the resulting vector was taken as an indication of the actual ongoing
latency. In the case of SAM carrier frequencies placed into the center of
the inhibitory sideband, the same method was applied with the only
difference of using minima instead of maxima, which corresponds to
matching the peaks in the stimulus envelope with the troughs in the
response PSTH. Only fAMs ‡ 600 Hz were used, as the reduced
presence of a (periodic) onset response led to a precise overlap of the
correlation maxima ⁄ minima (within 0.2 ms, Fig. 2B).
The level of phase-locking to the envelope of an SAM stimulus was

quantified using the vector strength (VS; Goldberg & Brown, 1969),
defined as:

VS ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX
spikes

cosðaÞ
" #2

þ
X
spikes

sinðaÞ
" #2vuut

2
4

3
5,n

where the sum runs over spikes recorded between 20 and 150 ms after
stimulus onset, a denotes the phase of each spike with respect to the
envelope period of the stimulus and n is the total number of spikes. The
VS value quantifies phase-locking by assessing the degree of clustering
of spike times around a single phase after wrapping them by the
stimulus period. AVS value of 1 indicates perfect phase-locking, i.e. all
spikes occur at exactly the same phase of the stimulus envelope. As

pointed out previously (Rhode & Greenberg, 1994a) the interpretation
of the VS depends on the stimulus shape used. Each stimulus shape has
an associated VS value, which is computed analogously to the VS of
the response, e.g. for a sinusoidal envelope the VS = 0.5. If the
response shape matches the stimulus shape, their corresponding VS
values agree. However, the reverse is not necessarily true, rendering the
VS inadequate for distinguishing moderate phase-locking from stim-
ulus reproduction. In the text we use the term ‘to follow the envelope’
to indicate VS values significantly > 0. The term ‘phase-locking’ is
only used if the VS values exceed 0.5 – the VS value of the stimulus.
Significant deviation from 0 was tested based on the Rayleigh
approximation (Greenwood & Durand, 1955; Knipschild et al.,
1992), which provides significance bounds for the VS values under
the 0-hypothesis of an unmodulated response for a given sample size.
To assess stimulus reproduction we quantified the distance between

the stimulus envelope S and the response PSTH R by their normalized
correlation. This requires shifting the response forward by the cell’s
ongoing latency s (as determined by the PCC method), in order to
compare corresponding times of stimulus and response. As our
stimulus is periodic, it is sufficient to compute the correlation over one
stimulus period T. The corresponding formula:

CorrnormðSðtÞ;Rðt � sÞÞ � 1

kSk � kRk
XT

t¼0
SðtÞRðt � sÞ

Fig. 2. Illustration of the periodic cross correlation (PCC) method for the measurement of ongoing latency and comparison to onset latencies obtained by the half-
activation (HA) method. (A) The stimulus envelope (gray) and the resulting response PSTH (black) are shown superimposed for SAMex (left) and SAMinh + PTex
(right). In both cases the correct latency is not obvious by simple comparison of the envelopes. (B) Superposition of normalized cross correlations of the stimulus
envelope with the response PSTH at a number of fAM. Clearly, an optimal overlap is established at 3.7 ms (vertical gray line) for both SAMex (left, maxima) and
SAMinh + PTex (right, minima). (C) Comparison of ongoing and onset latencies determined by PCC (filled circles) and HA (open circles) methods shows that
ongoing latencies are less variable for low stimulus levels and less dependent on the stimulus level. Note that levels are given with respect to each unit’s threshold, as
this scaling leads to more consistent results across units than absolute levels.
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will be abbreviated Corrnorm in the text. Here, ||S|| and ||R|| denote the
Euclidean norm of S and R, viewed as time-binned vectors. Dividing
by them makes the Corrnorm values independent of the stimulus
intensity or the average firing rate of the response. To evaluate the
results of this method, it is important to keep some of the
characteristics of S and R in mind. Both S and R are positive
(positive sound pressure and positive firing rate), and thus not all
correlation values in the range of )1 to 1 are attainable (only products
of positive values in the sum). Thus, the Corrnorm values are limited to
the positive range [0,1], e.g. an unmodulated response has a value of
0.82 when compared with the sinusoidal envelope of the stimulus.
Very low Corrnorm values (< 0.5) would only be attained if the
response occurred out of phase compared with the stimulus envelope,
which is unlikely to occur in the following as the ongoing latency has
already been corrected for. Very high values (> 0.9) will only be
attained if the response shape approaches the stimulus envelope shape.

Further, the shape of each period histogram was analysed by
quantifying its symmetry via the location of the maximum with respect
to the overall period histogram. More precisely, the period histogram
was first smoothed by averaging over neighboring points in the
histogram (in a 2% radius), then phase-shifted to start with its minimum.
Next, the leftmost and rightmost bins (each containing 2.5% of the
histogram’s mass) of the period histogram were removed, reducing the
histogram to its central section, whose symmetry was to be quantified.
Finally, the position of the maximum was linearly normalized with
respect to the total length of the capped period histogram, where )1
indicates that the maximum was at the very beginning, 0 at the middle
and 1 at the very end of the capped period histogram. Hence, a
monophasic, symmetric response would receive a value of 0. This
measure will be termed maximum asymmetry (MA) in the text.

For most analyses the contribution of the steady-state response was
analysed by excluding the first 20 ms of the response. Data analysis
and statistical comparisons were performed using custom-written
software in MATLAB 7.1 (The Mathworks, Nattick, MA, USA). Error
bars in figures represent one standard error of the mean (SEM). If the
0-hypotheses of Gaussianity (Kolmogorov–Smirnov test) and equal
variances (F-test) could not be rejected, the single- or two-group
(paired or unpaired) t-test was applied, otherwise significance was
assessed using the Wilcoxon signed rank test (one group) or the
Mann–Whitney rank sum test (two groups).

Results

Extracellular recordings were obtained from 149 principal cells in the
MNTB of 25 Mongolian gerbils. These were characterized by complex
spike waveforms composed of a monophasic positive potential (prepo-
tential) followed by a biphasic action potential (Fig. 1D). All units were
solely driven by stimulation of the contralateral ear. PSTHs mostly
showed a primary-like-with-notch response pattern, but also primary-
like patterns were observed. Characteristic frequencies ranged from 0.5
to 46 kHz and thresholds from )10 to 60 dB SPL.

In the following sections, two aspects of the dynamic response
properties to SAM stimuli will be analysed: phase-locking and
envelope reproduction. In the third section response latencies of
excitation and inhibition are compared.

Modulation transfer properties – phase-locking

Responses to temporally modulated stimuli

To investigate the temporal response properties, SAM tone bursts were
presented to the contralateral ear at each unit’s characteristic frequency

(SAMex). Units responded to the SAMex stimulation with a period-
ically modulated firing rate, whose period length matched the period
length of the stimulus fAM (representative response: Fig. 3, top row).
Quantification of phase-locking was based on calculation of the VS
(see Methods) of spike discharges to 150 stimulus repetitions. In the
following analysis 98 units were considered for which the whole range
of modulation frequencies (20–1000 Hz) could be covered.
All units followed the envelope of the SAM signal or even phase-

locked to a certain phase, although the fidelity of response synchro-
nization varied in a frequency-specific manner. Most units had low
pass or band pass modulation transfer functions based on the VS
values (VS-MTFs). The mean VS-MTF had a band pass shape
(Friedman test: P << 0.001), i.e. showed a gradual increase of the VS
with increasing fAM up to 300 Hz followed by a steady decrease
(Fig. 4, A1). Towards higher fAM the proportion of units that no longer
showed significant VS values continuously increased. Regardless,
about 95% of units (93 ⁄ 98) followed the SAM signal at a modulation
rate of 1000 Hz. The maximal VS values varied between 0.41 and
0.94 (mean 0.71, SD 0.11). About 75% of the units (75 ⁄ 98) had their
maximal VS values at fAM ranging between 100 and 400 Hz (mean
0.71, SD 0.11). About 4% (4 ⁄ 98) had their maximal VS at
fAM < 100 Hz (mean 0.59, SD 0.08), and �20% of the units
(19 ⁄ 98) showed their maximal VS (mean 0.71, SD 0.08) at
fAM > 400 Hz. These differences considered, the data still indicate a
high degree of consistency of responses of MNTB units to dynam-
ically altered sound amplitudes.
Rate-based MTFs yielded a less uniform characterization of the

MNTB units (analysis not shown), e.g. band pass or low pass
characteristics. The mean rate-based MTF had a band pass shape (see
Fig. 8, open circles). The maximum discharge rates to SAM stimuli
did not covary with the units’ CFs.

Influence of inhibition on response modulation

The effect of acoustically evoked inhibition on temporal acuity of the
responses to SAM was investigated in 38 units by applying a
composite stimulation paradigm termed SAMex + PTinh: SAM signals
were presented at the unit’s CF between 15 and 70 dB SPL, and an
additional pure tone was added at the frequency ⁄ intensity combination
that had caused the strongest inhibition devoid of any excitatory
response in the respective units (0.2–1.8 octaves above CF;
45–85 dB SPL) (Fig. 1B). The fAM was systematically varied between
20 and 1000 Hz. The inhibitory signal component preceded and
outlasted the excitatory SAM by 25 ms to achieve a tonic level of
inhibition into which the SAM excitation was embedded (Fig. 1B,
bottom). The effect of inhibition on the excitatory modulation transfer
properties was evaluated from the differences in the VS values
obtained with and without PTinh. As with the SAMex (Fig. 3, top row),
the response PSTHs for the SAMex + PTinh stimulation were modu-
lated in correspondence with the fAM (Fig. 3, middle row).
In 30 units the whole range of fAM could be covered for SAMex and

SAMex + PTinh stimulation. Their CF ranged between 1.2 and
33.6 kHz and the thresholds from 10 to 50 dB SPL. All units
phase-locked to amplitude modulations at the units’ CFs in the
presence of inhibitory sideband stimulation. The mean VS-MTF for
SAMex + PTinh (Fig. 4, B1, filled circles) also showed a band pass
characteristic. The VS values of SAMex and SAMex + PTinh differed
significantly for fAM £ 300 Hz on the population level (P < 0.01,
Mann–Whitney rank sum test) and for fAM £ 600 Hz on a cell-by-cell
comparison (P < 0.01, Wilcoxon signed rank test, see Fig. 4, D1,
black dots).
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The maximum VS values of SAMex + PTinh were 0.58–0.87 (0.75,
SD 0.08) at fAM ranging from 50 to 700 Hz. Twenty-six of 30 units
had higher maximum VS values with inhibitory sideband stimulation
[0.58–0.87 (0.75, SD 0.08) compared with 0.54–0.85 (0.69, SD 0.09)]
without inhibition.
Interspike interval (ISI) histograms of a unit under SAMex + PTinh

stimulation are shown in Fig. 5B. In comparison with SAMex

stimulation (Fig. 5A), further ISI peaks appear which point to
increased skipping of stimulus cycles in the neural responses.
Additionally, the ISI peak around 1 ms is reduced, which indicates
fewer spikes within one SAM period (separated only by the refractory
time). Furthermore, up to 100 Hz of fAM the second ISI peak is shifted
to higher values, suggesting longer time spans between the last spike
of a respective stimulus cycle and the first spike of the next cycle.
Taken together, these results indicate a shortening of the time window
for spike generation.
Next, we compared the period histograms between the SAMex and

SAMex + PTinh stimulation to see whether inhibition has an effect on
the symmetry of the period histogram (Fig. 6). For quantification, MA
values were calculated, which for monophasic and fully symmetric
period histograms would have an MA = 0 (see Methods). Negative
values indicate a dominance of the neuronal response before the
histogram’s center of mass, i.e. early occurrence of the main response
peak, and positive values indicate a respective neuronal response after
the histogram’s center of mass, i.e. a late response peak. Represen-
tative period histograms with and without inhibitory sideband
stimulation of a single unit are shown in Fig. 6A and B. Mean MA
values for the population over the whole range of fAM are shown in
Fig. 6D. For either conditions the 0-hypothesis of centered peaks, i.e.

symmetric period histograms, is not fulfilled for the whole range of
tested fAM (P < 0.01, Wilcoxon signed rank test).
The cell-by-cell difference in MA values of the period histograms

between the SAMex and SAMex + PTinh conditions (SAMex )
SAMex + PTinh) was significant for fAM £ 400 Hz (P < 0.01, Wilco-
xon signed rank test, Fig. 6E). We consider this an indication for the
PTinh causing a higher symmetry of period histograms by reducing the
onset discharge and consequently shifting the main peak to later times.
In all 30 units the stimulation with PTinh led to an almost constant

decrease in discharge rate over the whole range of fAM (mean 51 pps,
SD 5 pps). The shape of rate-based MTFs mostly remained unchanged
under the SAMex + PTinh condition; units had mostly band pass rate-
based MTFs under either stimulus condition (see Fig. 8).

Dynamic properties of sideband inhibition

In 47 units the dynamic properties of acoustically evoked inhibition
were measured with a different setting of composite stimulation: after
determining a unit’s inhibitory sidebands, pure tone signals were
presented at the unit’s CF (5–35 dB above threshold) which – when
presented alone – generated a phasic–tonic discharge activity, i.e. an
onset peak followed by a reduced, constant discharge activity. Then,
SAM signals with the carrier frequency within the center of the high-
frequency inhibitory sideband were added (Fig. 1C). The frequency of
the SAMinh was 0.2–1.8 octaves above the units’ CFs, and the peak
intensity 65–85 dB SPL. The motivation for this stimulus setting,
termed SAMinh + PTex, was as follows. Starting from the phasic–tonic
excitatory response, the dynamics of acoustically evoked inhibition
can be measured by relating the temporal characteristics of the

Fig. 3. PSTH of a single unit (unit G56923, CF = 21.0 kHz, threshold 25 dB SPL) in response to SAM tones for fAM = 50, 200, 400 and 800 Hz under three
different stimulus settings. (A) Responses to modulations at the unit’s CF (SAMex), 10 dB above threshold (35 dB SPL). (B) Responses of the same unit to SAM
signals at the unit’s CF (35 dB SPL) combined with a pure tone with a frequency–intensity combination set into the inhibitory sideband (28.2 kHz, 60 dB SPL).
Note the overall reduction in rate compared with the SAMex stimulation. (C) Responses to modulations of inhibitory sideband stimulation (28.2 kHz, 50 dB SPL)
combined with pure tone stimulation at CF (20 dB SPL). In contrast to SAMex stimulation, stimulus response is maximal when stimulus intensity is minimal, i.e.
response peaks occur anti-phasic to the SAMex conditions. The unit’s excitatory and inhibitory ongoing latencies were 3.2 ms and 3.3 ms, respectively. The unit’s
excitatory and inhibitory onset latencies were 3.2 ms and 4.8 ms, respectively. VS and Corrnorm values for each stimulus condition are displayed in the top right
corner of the PSTHs.
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inhibitory SAM stimulus to any dynamic changes of the tonic
response component. Therefore, the PTex stimulus preceded the
SAMinh stimulus by 25 ms, which prevented interference with the
unit’s excitatory phasic-on component.

Representative responses to SAMinh + PTex stimulation for various
fAM are shown in Fig. 3C. When adding the SAMinh stimulus the
phasic–tonic response to the PTex changes to being periodically
modulated, with the modulation frequency matching the stimulus fAM.

Fig. 4. Modulation transfer functions (MTFs) based on the vector strength (VS) (left column) and based on the normalized correlation (Corrnorm) between stimulus
and response (right column). (A1) The mean VS-MTF of 98 MNTB units for modulations at units’ CFs (SAMex) has a band pass characteristic albeit lacking a
pronounced peak. (B1) Mean VS-MTFs of 30 units for modulations at units’ CFs with (filled circles, SAMex + PTinh) and without a pure tone placed into the
inhibitory sideband (open circles, SAMex). The two conditions differ significantly for fAM up to 300 Hz on the population level (P < 0.01) and up to 600 Hz on a
cell-by-cell comparison (P < 0.01, see D1 black filled circles). (C1) Mean VS-MTFs of 31 units for modulations at units’ CFs (open circles, SAMex) and for
modulations placed into the inhibitory sideband (gray filled circles, SAMinh + PTex). The two conditions differ significantly for fAM > 600 Hz on the population
level (P < 0.01) and for fAM > 400 Hz on a cell-by-cell comparison (P < 0.01, see D1 gray filled circles). (A2) For SAMex the Corrnorm MTFs take the course of an
inverted band-pass function, thus showing the opposite dependence observed for the VS values. (B2) Comparison of Corrnorm MTFs for SAMex (open circles) and
SAMex + PTinh (filled circles). The inhibitory pure tone induces a consistent trend towards lower Corrnorm values across the whole range of fAM, which is significant
on a cell-by-cell comparison in the range of 100–400 Hz (P < 0.01, see D2 black circles). (C2) Comparison of Corrnorm MTFs for SAMex (open circles) and
SAMinh + PTex (gray filled circles). The Corrnorm MTFs for SAMinh + PTex show a consistent trend towards lower Corrnorm values, which is, however, only
significantly different for fAM = 1000 Hz (P < 0.01). Data are shown as mean and SEM. The gray line in A1–C1 indicates the VS value of the stimulus; the gray line
in A2–C2 indicates the Corrnorm value of an unmodulated response. For population comparisons the Mann–Whitney rank sum test and for cell-by-cell comparisons
the Wilcoxon signed rank test was applied. *P < 0.01.
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Upon termination of the SAMinh signal, the tonic response to the PTex
is resumed. Note that response peaks occur anti-phasic to the SAMex

condition (Fig. 3A), which can most clearly be seen in the period
histograms (Fig. 6A and C).
In 34 units the whole range of fAM could be covered for both

SAMex and SAMinh + PTex stimulation. To exclude effects of the
SAM sidebands falling within the excitatory response areas, three
units’ responses to fAM > 400 Hz were excluded from the analysis.
The remaining 31 units had CFs between 1.6 and 33.6 kHz, and
thresholds between 15 and 45 dB SPL. The units followed the
SAMinh + PTex stimulation showing a mean VS-MTF with band pass
characteristic (Fig. 4, C1). The VS values of SAMex and
SAMinh + PTex differ significantly for fAM ‡ 600 Hz on the popu-
lation level (P < 0.01, Mann–Whitney rank sum test) and for
fAM ‡ 400 Hz on a cell-by-cell comparison (P < 0.01, Wilcoxon
signed rank test, see Fig. 4, D1, gray dots). The maximum VS values
were between 0.33 and 0.92 (0.71, SD 0.13) at fAM between 20 and
600 Hz. At fAM above optimum, VS values steadily decreased, but
all units still followed the modulation up to 800 Hz. At 1000 Hz
27 ⁄ 31 units still had significant VS values.
Representative ISI histograms of one unit are shown in Fig. 5C. At

fAM of 50 and 200 Hz ISI histograms are comparable with ISI
histograms of SAMex. At higher fAM the individual peaks disappear,
reflecting the lower VS values.

Modulation transfer properties – envelope reproduction

To distinguish between the two coding strategies, phase-locking and
stimulus reproduction, we used the normalized correlation (Corrnorm)
as a similarity measure between stimulus envelope and response PSTH

(see Methods). Higher Corrnorm values indicate more accurate
reproduction of the stimulus shape by the firing rate, with a Corrnorm
value of one for perfect reproduction. In the following we describe the
Corrnorm values for all SAM conditions (same units as in the previous
section) and relate them to the corresponding VS values.

SAMex condition

Normalized correlation values show an inverted band pass behaviour
with respect to fAM (Fig. 4, A2, 98 units, open circles, Friedman test
P << 0.001). Smaller Corrnorm values in the middle fAM range (100–
400 Hz) correspond to the band pass maximum of VS values (Fig. 4,
A1). Similarly, for higher fAM the fall-off observed in the VS values is
accompanied by a sharp rise in Corrnorm values to their maxima at fAM
600–900 Hz.

SAMex + PTinh vs. SAMex

The comparison of Corrnorm values between SAMex and SAMex + PTinh
(Fig. 4, B2, open and filled circles, respectively) corresponds to the
respective findings in VS values (Fig. 4, B1). At fAM ‡ 500 Hz Corrnorm
values showno significant difference between conditions, and nor doVS
values. In the midrange (100–400 Hz), a comparison on a cell-by-cell
level yielded significantly smaller Corrnorm values for SAMex + PTinh
than Corrnorm values for SAMex (P < 0.01, Wilcoxon signed rank test,
Fig. 4, D2, black). Significant differences are also found for VS values in
this fAM range (Fig. 4, D1). However, for fAM £ 50 Hz the correspon-
dence between Corrnorm and VS with respect to the comparison of
SAMex and SAMex + PTinh ceases.WhileVS values differ significantly,
no significant differences are present for Corrnorm values (Fig. 4, D1 and

Fig. 5. Interspike interval (ISI) histograms for the responses to SAM signals (same unit as in Fig. 2). (A) ISI histograms of responses to SAMex stimulation for
fAM = 50, 200, 400 and 800 Hz. For fAM = 50 Hz, note that the second ISI peak occurs at 12 ms and not at 20 ms as expected from the stimulus period. This might
be due to the broad distribution of spikes over one stimulus period. (B) ISI for SAMex + PTinh. The PTinh is set at the center of the inhibitory sideband. Compared
with A, the number of peaks at longer ISIs is increased, indicating an increment in skipping of stimulus cycles. Note that at fAM = 50 Hz the second peak is shifted
towards the actual stimulus period of 20 ms. (C) ISI histograms of responses to SAMinh + PTex stimulation. At fAM > 400 Hz the ISI histograms approach the form
of an ISI histogram of pure tone stimulation, indicating the poorer following of the unit’s response to the modulated tone.
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D2, respectively). This finding originates in the property of Corrnorm to
quantify the distance from the stimulus envelope. Thus, a response that is
less phase-precise than the stimulus (SAMex fAM = 20 Hz: VS < 0.5,
Fig. 4, B1, open symbol) changes to a response that is more phase-
precise than the stimulus (SAMex + PTinh fAM = 20 Hz: VS > 0.5,
Fig. 4, B1, filled symbol). In this situation the distances to the stimulus
envelope do not differ significantly: the former is too broad and the latter
too peaked to reproduce the stimulus envelope.

SAMinh + PTex vs. SAMex

Although Corrnorm values tend to be lower for SAMinh + PTex than for
SAMex at fAM £ 100 Hz (Fig. 4, C2, gray and open circles, respec-
tively), they do not differ significantly at the P = 0.01 level (minimal
P = 0.06 at fAM = 50 Hz). Likewise, VS values show no significant
difference in this fAM range (Fig. 4, C1). At fAM > 100 Hz Corrnorm
values for SAMinh + PTex increase. This increase is paralleled by a sharp
reduction of VS values. Corrnorm values start to decrease at
fAM ‡ 600 Hz, the fAM value when the VS values for SAMinh + PTex
stimulation reach 0.5. Corrnorm values for the SAMinh + PTex condition
are significantly different to the SAMex condition at fAM = 1000 Hz
(P < 0.01, Mann–Whitney rank sum test).

In summary, the changes in Corrnorm values with increasing fAM
take a mostly opposite course to the respective VS values. This is to be

expected, given the trade-off between phase-locking and the repro-
duction of the stimulus envelope, i.e. a perfectly phase-locked
response cannot reproduce the stimulus well and vice versa. Interest-
ingly, responses with VS values close to VS of the stimulus envelope
(VSSAM = 0.5) did correspond to the highest Corrnorm values, a
correspondence that does not reflect an intrinsic coupling between the
measures (see Methods). Hence, in the present data set VS values of
0.5 generally indicated envelope reproduction. Only in the case of
SAMinh + PTex, does coding of both envelope and phase-locking
seem to degrade at higher fAM.

Latencies of excitation and inhibition

Dynamic integration of rate-increasing and rate-decreasing stimuli
depends on the modulation properties and latency of the responses.
Both measures of response modulation, VS and Corrnorm values, were
quantified independently of the response latency. Therefore, we next
estimated the onset and ongoing latencies of rate-increasing and rate-
decreasing stimuli.

Excitatory response latency: onset vs. ongoing

To compare the onset (HA) to the ongoing (PCC) latencies both
measures were computed for 100 units for which more than one

Fig. 6. Period histograms in response to SAM signals (G56807, CF 24.5 kHz, threshold 25 dB SPL) and comparison of symmetry of period histograms. (A) Period
histograms of responses to SAMex stimulation. (B) Adding the PTinh to SAMex stimulation causes the rising slopes of the period histogram to be less steep, i.e. rising
and falling slopes become more symmetric. (C) Combining the PTex with SAMinh causes shifts of the peaks of period histograms by half the period length, indicating
that responses to the stimulus are maximal when the stimulus is lowest. Maximum asymmetry (MA) values for SAMex and SAMex + PTinh stimulation are displayed
in the bottom left corner of the respective period histograms. MA values for SAMinh + PTex period histograms were not calculated, as the shape of the period
histogram corresponds to the inverse of the inhibitory effect. (D) Absolute MA values of SAMex (open circles) and SAMex + PTinh (filled circles) period histograms.
The SAMex period histograms differ significantly from symmetry over the whole range of fAM; the SAMex + PTinh period histograms differ significantly from
symmetry for fAM < 1000 Hz (P < 0.01, Wilcoxon signed rank test). (E) Differences of the MA values of the period histograms between the SAMex and
SAMex + PTinh conditions are significant for fAM > 400 Hz (P < 0.01, Wilcoxon signed rank test), indicating that in this range the onset response is prominently
influenced by the pure tone inhibition. *P < 0.01.
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SAM stimulation for fAM ‡ 600 Hz had been tested. The average
ongoing latency based on the PCC method was 3.47 ms (SD 0.55),
whereas the HA method led to an average onset latency of 3.9 ms
(SD 1.1). Surprisingly, the correlation between the two latencies
was quite weak (r = 0.28) (Fig. 7A, all circles). This lack of
correlation can derive from multiple sources: (1) the two methods
could estimate two different aspects of latency or (2) the standard
deviation of one or both methods is so large that the correlation is
hidden. To distinguish between these possibilities, we singled out
the latencies obtained from stimulations ‡ 35 dB above CF thresh-
old (Fig. 7A, black circles), where the spread in the onset latency
measure has dropped significantly (Fig. 2C). The correlation
between the two latencies then increases to r = 0.91 with a mean
difference D(tPCC)tHA) = 0.6 ms (SD 0.37). Consequently, the lack
of correlation for the total data set must be due to the significantly
increased spread of the onset latency for levels close to threshold.
Note that in general, a spread of latencies is to be expected for any
method as (1) the tonotopic propagation latencies along the basilar
membrane in the cochlea are conveyed to the MNTB (high- to low-
frequency delay difference in the cochlea; Schmiedt & Zwislocki,
1977, figs 19 and 21) and (2) latencies of different MNTB cells
will differ intrinsically.

Influence of inhibition on ongoing latencies

The mean excitatory ongoing latency for SAMex was 3.39 ms (SD
0.43) and increased to an average of 3.50 ms (SD 0.47) when the PTinh
was added (Fig. 7B, 30 units). This corresponds to an average increase
of 0.11 ms (SD 0.14), which was significantly greater than 0
(P < 0.001, Wilcoxon signed rank test). The correlation coefficient
between the two conditions is very high (r = 0.95) indicating that
these results are consistent across cells. The most likely explanation
for this increase in excitatory ongoing latency is tonic inhibition
delaying the response slightly. Another possible explanation is that the
onset components are more pronounced in the SAMex condition,
which would shift the ongoing latencies to lower values. However,
this explanation can be rejected, as we computed ongoing latencies
only based on fAM ‡ 600 Hz, where the MA values of the responses

already ceased to be significantly different between the conditions
SAMex and SAMex + PTinh (Fig. 6E).

Ongoing latencies: excitation vs. inhibition

Next, we compared excitatory and inhibitory ongoing latencies using
the PCC method for responses to SAMex and SAMinh + PTex
stimulation (n = 31, multiple recordings with fAM ‡ 600 Hz for both
conditions, see above). The average excitatory ongoing latency was
3.40 ms (SD 0.47) and thus shorter than the average inhibitory
ongoing latency of 3.59 ms (SD 0.47) (Fig. 7C, filled circles). On the
basis of a cell-by-cell comparison, inhibition was delayed with respect
to excitation by 0.18 ms (SD 0.31). This difference was significantly
> 0 (P < 0.003, Wilcoxon signed rank test). In summary, a high
degree of correlation exists between excitatory and inhibitory response
latencies on the level of individual cells (evidenced by the correlation
coefficient: r = 0.78, P < 10)6), with inhibition following excitation
at a submillisecond difference.

Onset latencies: excitation vs. inhibition

Measurements of the onset latencies based on HA ⁄ HR readings were
based on two-tone PSTHs (20 units, 150 repetitions, for detailed
description of acquisition see Kopp-Scheinpflug et al., 2003b). The
levels for the excitatory and the inhibitory stimuli were matched by
choosing the same dB-distance to threshold at the respective
frequencies. The HA ⁄ HR comparison shows excitation preceding
inhibition by 1.46 ms (SD 1.16) (P < 0.001, Wilcoxon signed rank
test), yet the relationship between the two conditions is more variable
than for the respective measurements of ongoing latencies. If the same
absolute stimulus level had been chosen for the excitatory and the
inhibitory stimulus, even smaller values would have been obtained for
excitatory onset latencies, thus arriving at the same qualitative results
(results not shown). A likely interpretation for the different relative
onset latencies is that the onset dynamics of inhibition are slower than
the onset dynamics of excitation. This is in line with results from tone
burst stimulations at frequencies at the transition from the excitatory to
the inhibitory response area. Such stimuli cause a pronounced onset

Fig. 7. Comparison of response latencies under various conditions. (A) Cell-by-cell comparison of onset and ongoing latencies. The lack of correlation between the
two measures (all circles; r = 0.28) is due to the variability in onset latency. When only the stimulus levels exceeding the threshold by more than 35 dB (filled
circles) are considered, the correlation between the two measures becomes highly significant (r = 0.91, dashed line). (B) Cell-by-cell comparison of ongoing
latencies under the SAMex and SAMex + PTinh conditions; the latter leads by 0.11 ms (SD 0.14) over the former (P < 0.001, Wilcoxon signed rank test, r = 0.95,
dashed line). (C) Cell-by-cell comparison of ongoing latencies of excitation and inhibition (filled circles, based on SAMex and SAMinh + PTex data) and onset
latencies of excitation and inhibition (open circles, based on two-tone PSTH data). During SAM stimulation ongoing latencies of excitation and inhibition are close
with excitation leading by 0.18 ms (SD 0.31) (P < 0.005, Wilcoxon signed rank test, r = 0.78, dashed line). Onset latencies of excitation are shorter than onset
latencies of inhibition [1.46 ms (SD 1.16), P < 0.001, Wilcoxon signed rank test].
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peak followed by no or only sparse firing for the duration of the tone
(data not shown).

Discussion

The present study shows that MNTB units in the gerbil are able to
encode rapid envelope fluctuations in their time-varying firing rate,
thereby establishing a precisely timed inhibitory input to the nucleus’
projection targets. Remarkably, excitatory and inhibitory rate changes
showed similar temporal fidelity in modulating the MNTB firing rate.
The relative timing of excitatory and inhibitory rate changes was
shown to be close, with inhibition following excitation on average by
just 0.2 ms.

Coding of temporal properties of the stimulus

For the downstream processing in their target nuclei the MNTB
principal cells must convey all the required information, e.g. for the
on ⁄ offset of stimuli the stimulus level, dynamically altered stimulus
levels and – for low frequencies – the phase of the input signal. Here,
we compared how well two different coding strategies – phase-locking
and envelope reproduction – describe the response of MNTB neurons
to amplitude modulations. The results indicate that both strategies, i.e.
the extraction of temporal information and rate-coded reproduction of
the instantaneous stimulus intensity, are realized to different degrees.
Determinants are the fAM of the afferent signal and whether a carrier
eliciting excitation or inhibition was used.

SAMex vs. SAMinh phase-locking

Phase-locking occurs for both excitatory and inhibitory SAM, as
indicated by VS values exceeding the SAM-associated VS value of
0.5, with the fidelity of responses varying with fAM. A considerable
percentage of units (35%) phase-locked to excitatory signals even at
fAM as high as 1000 Hz. This corresponds to previous in vitro and
in vivo studies. Electric pulse-train stimulation in brain slices induced
faithful responses even at frequencies > 600 Hz (Wu & Kelly, 1993;
Taschenberger & von Gersdorff, 2000). Also, phase-locked responses
to SAM signals were shown in in vivo MNTB preparations in cats and
mice (Joris & Yin, 1998; Kopp-Scheinpflug et al., 2003a). Presently,
in 10% of cells phase-locked responses to inhibitory fAM signals were
observed up to 1000 Hz. Like the excitatory VS-MTFs, inhibitory
VS-MTFs featured low pass or band pass characteristics and showed
maximum phase-locking between 20 and 600 Hz. The only other
study investigating responses to inhibitory and excitatory AM signals
in the auditory brainstem in vivo yielded similar results: Moller
(1975a) reported comparable shapes of VS-MTFs in cochlear nucleus
neurons. More recently, Li et al. (2006) have shown similar results in
the inferior colliculus.

SAMex: phase-locking vs. envelope encoding

When comparing VS and Corrnorm values of SAMex stimulation, it
becomes evident that phase-locking to the stimulus outweighs
stimulus envelope reproduction at moderate fAM (100–500 Hz).
The reverse is observed at higher fAM (‡ 600 Hz); the units’ firing
reproduces the stimulus envelope rather than phase-locking to it. At
lower fAM (< 100 Hz), both coding strategies are realized in MNTB
units. The relationship between the onset and the tonic component of

the units’ discharge activity plays an important role in this frequency
dependency: at low fAM, the response onset causes moderate VS
values, while the tonic component leads to high Corrnorm values. At
moderate fAM, the shortened tonic component facilitates high VS
values and prevents high Corrnorm values, i.e. phase-locking
dominates over stimulus reproduction. In the case of high fAM, the
responses are mostly made up of brief, onset-like components, the
shapes of which match one period of the sinusoidal envelope leading
to high Corrnorm values and low VS values. It should be noted that
using SAM rather than random AM suffers from a caveat: a constant
amount of Gaussian spike time jitter can broaden a phase-locked
response (Paolini et al., 2001), which will be most severe at high
fAM. This could lead to a similar profile as that of the sinusoidal AM
itself. If this is the case, it could explain the high Corrnorm values for
high fAM.

SAMinh: phase-locking vs. envelope encoding

Responses to SAMinh are similar to SAMex stimulation up to
moderate fAM; phase-locking to the stimulus is associated with a
poor reproduction of the stimulus envelope and vice versa. However,
in the case of high fAM this generalization does not apply. In the
majority of units VS and Corrnorm approach values observed in
unmodulated responses. Apparently, the efficiency of inhibition in
modulating the units’ responses at high fAM is restricted to a small
set of units.

Implications for target nuclei of the MNTB

The major target nucleus of the MNTB, the LSO, which encodes
azimuthal sound location based on interaural intensity differences,
relies on afferents accurately encoding AM in the acoustic stimulus
(for reviews see Yin, 2002; Tollin, 2003). Here, we show that the
preservation of AM is not only realized in the excitatory response
areas of MNTB units, but extends further to the inhibitory response
areas possibly influencing the sensitivity to interaural intensity
differences in LSO neurons.
Furthermore, inhibitory projections from the MNTB are crucial for

computing sound locations on the basis of interaural time differences
in the MSO (Brand et al., 2002; Zhou et al., 2005). As these interaural
time differences are computed from phase-locked responses to low-
frequency tones rather than to envelope modulations, the present
results do not apply crucially to the evaluation of the processing in the
MSO. Still, the inhibitory projections from the MNTB might influence
high-CF neurons in the MSO, which were shown to be sensitive to
interaural time differences between envelope modulations in ipsilateral
and contralateral acoustic stimuli (Joris, 1996; Batra et al., 1997). As
these high-frequency MSO neurons project to the inferior colliculus,
MNTB response properties will also influence AM processing in this
midbrain nucleus (Yin et al., 1984; Batra et al., 1989, 1993).
From the pharmacological manipulation of neurons of the superior

paraolivary nucleus it was concluded that inhibitory projections from
the MNTB are essential for establishing off-responses in its principal
neurons (Kulesza et al., 2007). The present results are consistent with
this idea: the frequency range of AM which causes off-responses in
units of the superior paraolivary nucleus (< 1000 Hz, Kuwada &
Batra, 1999; = 400 Hz, Kulesza et al., 2003) is compatible with the
phase-locking range in MNTB units (£ 1000 Hz, present study).
Similarly, phase-locking to inhibitory AM in MNTB units would also
lead to phase-locked responses in units of the superior paraolivary
nucleus.
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Interaction of different frequencies can improve
phase-locking

The present study shows that spectral energy placed within the center
of the inhibitory sidebands of MNTB units increases their ability to
phase-lock to fAM up to 600 Hz. The underlying mechanism seems to
be related to the almost constant reduction of acoustically evoked
discharge rates occurring over the whole range of fAM (Fig. 8). Other
studies have found a similar effect on the phase-locking ability in
different nuclei, when discharge rates were reduced by pharmacolog-
ical manipulation (Backoff et al., 1999) or by adding background
noise (Rees & Moller, 1987; Rees & Palmer, 1989; Frisina et al.,
1994, 1996). Usually reduction in discharge rate led to increases in
phase-locking (but see also Behrend et al., 2002).
As has been suggested previously (e.g. Frisina et al., 1994), this

increase in phase-locking through sideband stimulation could be
beneficial in situations of ambient noise. Without sideband inhibition,
noise would reduce the range of responsiveness to amplitude changes,
degrading the neuron’s ability to encode AM. Sideband inhibition
could serve to move the modulatory range to the ambient level.

Relative timing of excitation and inhibition

The relative timing of excitatory and inhibitory rate changes can
qualitatively be described as inhibition immediately following exci-
tation. Yet, on a quantitative level, the timing is determined by the
stimulus history, as indicated by the different results of onset and
ongoing latency measures. If a given stimulus, eliciting a combined
excitatory ⁄ inhibitory response, follows a period of subthreshold
stimuli, then the inhibitory response is delayed with respect to the
excitatory response by more than a millisecond (HA ⁄ HR measure). If,
however, an ongoing stimulation is considered, then the inhibitory
response is delayed by only a fraction of a millisecond (PCC measure).
The dependence of the relative timing of excitation and inhibition

on the stimulus history influences stimulus processing differently. At
stimulus onset, the first few spikes are triggered without an inhibitory

impact. After a few milliseconds, inhibition has built up sufficiently to
gate or fully suppress spiking. During ongoing stimulation, however,
inhibitory and excitatory ongoing latencies are so close that inhibition
immediately interacts with excitation and effectively reduces spike
activity. This is in line with theories of neuronal processing, where the
first spikes are hypothesized to provide an initial sketch of a specific
stimulus and the subsequent response filling in more refined details
(Thorpe et al., 2001).

Source of inhibition

The stimulus-induced reductions in discharge rates could be caused by
different mechanisms, either cochlear suppression, neuronal inhibition
or a mixture of both. As the frequency–intensity profiles of inhibitory
and suppressive sidebands can be very similar, the contribution of
either mechanism cannot easily be distinguished.
Unlike neuronal inhibition, cochlear two-tone suppression (CTTS)

is not based on neuronal connections, but stems from active processes
mediated by the outer hair cells (Pickles, 1988; Ruggero et al., 1992).
Therefore, CTTS can already be demonstrated on the basilar
membrane (Ruggero et al., 1992) and in auditory nerve fibers
(Delgutte, 1990), and should be recoverable on subsequent stages of
the auditory pathway as well. The observed correlation of excitatory
and inhibitory response latencies, the PSTH shape and the position of
the inhibitory sidebands would be compatible with known properties
of CTTS (Sachs & Kiang, 1968; Arthur et al., 1971; Sellick & Russell,
1979; Ruggero et al., 1992; for reviews see Pickles, 1988; Robles &
Ruggero, 2001).
CTTS and neuronal inhibition can possibly be distinguished by

their ability to suppress the spontaneous activity of inner hair
cells ⁄ auditory nerve fibers. The currently dominant view (Pickles,
1988) is that cochlear suppression does not reduce spontaneous firing.
This is in contrast to some earlier studies, which showed pronounced
and long-lasting reductions in spontaneous firing following the
presentation of single off-CF tones (Katsuki et al., 1961; Rupert
et al., 1963; Sachs & Kiang, 1968; Henry & Lewis, 1992). Other
studies, however, did not show such reduced spontaneous activity
(Kiang et al., 1965; Hind et al., 1967). If the currently dominant view
proves to be correct, i.e. no reduction of spontaneous rate due to single
tones, then it is doubtful that CTTS is the sole source of the rate
reduction observed here, as inhibitory sidebands were observed in
about 60% of spontaneously active MNTB units (fspont > 30 Hz)
during the presentation of single tones at various frequencies and
intensities.
Neuronal inhibition is likely to contribute to signal processing. It

could either be already introduced at the level of the cochlear
nucleus or directly in the MNTB, as inhibitory terminals are known
to terminate both on globular bushy cells and on MNTB principal
cells (Martin & Dickson, 1983; Roberts & Ribak, 1987; Wenthold
et al., 1987; Adams & Mugnaini, 1990; Benson & Potashner, 1990;
Juiz et al., 1996; Ostapoff et al., 1997; Spirou et al., 2005). In
globular bushy cells, inhibitory response areas were shown to be
organized in sidebands similar to those observed in MNTB units
(Brownell, 1975; Martin & Dickson, 1983; Spirou et al., 1990;
Rhode & Greenberg, 1994b). Thus, the calyx might simply convey
rate reductions launched at globular bushy cells. Still, neuronal
inhibition could additionally contribute to these rate reductions at
the level of the MNTB. In in vitro physiological studies both
glycine and GABA were shown to affect MNTB principal cells
(Banks & Smith, 1992; Wu & Kelly, 1995; Turecek & Trussell,
2001; Awatramani et al., 2004, 2005). Based on a comparison of

Fig. 8. Average discharge rates in response to SAMex and SAMex + PTinh
stimulation. The discharge rate to the SAMex stimulus (open black circles) is
markedly reduced when the PTinh is added (filled black circles). The amount of
reduction (51 pps, SD 5 pps) is almost independent of fAM (filled dark gray
circles). Additionally, results of a simulation are shown (open light gray
squares), which predicts the rate-reduction based on the assumption that an
inhibition-induced time- and stimulus-independent rate reduction causes the
observed increase in VS values. The data differ markedly from the simulation
by not showing a decrease in VS values for higher fAM, which indicates the
effect of a time- or stimulus-dependent inhibition. The simulation consisted
simply of estimating the required rate reduction (i.e. subtraction of a constant
rate) of the SAMex period histogram during the SAMex to attain the observed
VS value from the SAMex + PTinh condition. To this end a program was
custom written (based on fminsearch in MATLAB) where the difference in VS
values served as the minimization criterion. If negative discharge rates occurred
during minimization they were set to 0.
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the effective time-constants of GABA (�5 ms, Awatramani et al.,
2005) and glycine (�1.1 ms, Awatramani et al., 2004) required for
following high-frequency AM inhibitory stimuli, only the rapid
action of glycine is compatible with significant VS values at
1000 Hz modulation and with the gradual decrease of VS values
above �300 Hz.

Although the origin of the observed rate reductions still needs
further investigation, the present study shows that such rate reductions
are similarly well represented in the MNTB to rate increases. In
particular, the temporal coding of dynamic stimuli benefits from the
integration across frequency channels. Thus, the MNTB can provide a
temporally precise inhibitory input to the processing in the auditory
brainstem across a wide range of frequencies.
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AM, amplitude modulation; CF, characteristic frequency; Corrnorm, normalized
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activation ⁄ reduction; ISI, interspike interval; LSO, lateral superior olive; MA,
maximum asymmetry; MNTB, medial nucleus of the trapezoid body; MSO,
medial superior olive; MTF, modulation transfer function; PCC, periodic cross
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modulation; SAMex + PTinh, SAM stimulation at the unit’s CF and pure tone
stimulation within the unit’s inhibitory response area; SAMex, SAM stimulation
at the unit’s CF; SAMinh + PTex, SAM stimulation within the unit’s inhibitory
response area and pure tone stimulation at the unit’s CF; VS, vector strength.
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